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Abstract

We consider a hyperbolic quasilinear version of the Navier—Stokes equations in R?, arising
from using a Cattaneo type law instead of a Fourier law. These equations, which depend on a
parameter ¢, are a way to avoid the infinite speed of propagation which occurs in the classical
Navier—Stokes equations. We first prove the existence and uniqueness of solutions to these
equations, and then exhibit smallness assumptions on the data, under which the solutions
are global in time. In particular, these smallness assumptions disappear when ¢ vanishes,
accordingly to the fact that the solutions of the 2D Navier—Stokes equations are global.

1 Introduction

The Navier—Stokes equations, which govern the Newtonian fluids, have been a tremendous
topic of research since their introduction in the 30s. However, one physical issue of these
equations comes from the fact that the information is propagated with infinite speed. In order
to avoid this non physical feature, a solution consists in considering a hyperbolic perturba-
tion of the equations, depending on a small parameter ¢ > 0, for which the information
propagates with finite speed. In the literature, there exist several examples of such hyperbolic
versions of the Navier—Stokes equations, obtained through different approaches. For instance,
in [3], Brenier, Natalini and Puel have introduced a hyperbolic system of equations, based
on a relaxation approximation of the incompressible Navier—Stokes equations, following the
scheme described by Jin and Xin in [11]. Their existence and uniqueness result has been
then improved by Paicu and Raugel in [13,14] and Hachicha in [10]. The way these authors
introduce their system of equations is a smart way to take advantage of methods which
are usually devoted to the study of numerical schemes, and which can be applied to every
conservation laws. In this article, we take the problem from another point of view. Indeed,
instead of directly approximating the Navier—Stokes equations, we prefer considering an
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alternative physical model, and then derive an approximate system of equations from it. This
way, the momentum equations we obtain are not only a mathematical approximation of the
Navier—Stokes equations, but also have a physical meaning, even if & does not vanish. More
precisely, in this paper, we consider the system of equations which is obtained by replacing
the classical Fourier law, leading to the Navier—Stokes equations, by a Cattaneo law. Initially,
this law was proposed by Cattaneo and other authors in the late 40s, at first as a hyperbolic
approximation to the heat equation (see for instance [6,7,21]). Later, this idea was extended
to fluid-dynamics, notably by Carrassi and Morro [5] and Carbonaro and Rosso [4]. More
precisely, consider u = u(t, x) € RY, d = 2,3 to be the velocity field of an incompress-
ible fluid with constant density 1, # > 0 and x € R? being the time and space variables,
respectively. In this case, since the fluid is assumed to be incompressible, divu = 0 and the
momentum equations write

ou +u.Vu = f +div(o), (1.1)

where f is the external forcing term and o denotes the stress tensor. The Fourier law, which
governs the Newtonian fluids, is then given by the stress tensor definition

o(t) = —pOI +v (Vu@) + (Vu)' 1)), (1.2)

where p is the pressure of the fluid and v > 0 is the kinetic viscosity. Replacing o by the
identity (1.2) in (1.1) gives the classical incompressible Navier—Stokes equations

ohu —vAu+uNu=—-Vp+ f,

divu = 0. (1.3)

In this article, we are interested in the equations obtained when we use a Cattaneo type
law instead of the Fourier law in the equations of conservation of momentum (1.1). More
precisely, the stress tensor we consider is defined as the solution of the differential equation

o(t) +ed0(t) = —pOI +v (Vu(t) + (Vu) (1)). (1.4)

Notice that the left hand side of (1.4) is obtained by performing the first order Taylor approx-
imation of o (t + €), where ¢ > 0 is a delay parameter. If ¢ vanishes, the Fourier law is
recovered and we go back to (1.3). By using the Cattaneo law (1.4) in the equation of con-
servation of momentum and applying (1 + €9;) to the Eq. (1.1), we obtain the following
hyperbolic momentum equation

£07u 4 u — VAU 4+ u.Vu + edu.Vu + euNdu=—Vp+ f +ed f. (1.5

This equation is quite similar to what was studied in [3,10,13,14] from relaxation schemes,
but includes the two additional non-linear terms d;u.Vu and u.V d;u, which may be tricky to
estimate. In particular, the minimum regularity needed to establish the existence of solutions
of (1.5) is higher than what is shown for the relaxation-based equations (for instance in [13]).
Finally, we assume that v = 1 and consider the following Cauchy problem on u, = u.(t, x):

gafug + 0rue — Aug +ue . Vug 4+ €07ue . Vue + cug Voru, = — Vpe + fe,
div u, =0, (1.6)
(g, 0rue) (0, y) =(uoe, u1,6)(y) ,

where f, stands for f + €9, f.

The purpose of this paper is to show the existence and uniqueness of solutions to (1.6) in
the whole space R2 for sufficiently regular initial data (u¢ ¢, u1 ). Previously, Racke and Saal
have addressed the same problem in [15,16] and have shown the existence and uniqueness
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of local solutions to (1.6) in R?, d = 2, 3, when the initial data belong to the Sobolev spaces
HM™2(RDD 5 g+L R 1 > %. The method they used is based on a priori estimates
on the solutions of a linearised and regularised version of (1.6). Then, a fix-point method
allows to conclude to the existence and uniqueness of solutions to the initial system (1.6). In
addition, if the initial data are sufficiently small in a very regular Sobolev space, the solutions
are global in time (see [16, Theorem 6.1]). In the three dimensional case, Schowe in [17-19]
and Abdelhedi in [1] have improved the global existence result. Notably, Abdelhedi has given
a condition which allows to consider global solutions when the initial data are small enough
in the space H*(R3)? x H3(R3)3. In addition, she has shown that if ¢ is close to 0, then the
solution of (1.6) is close to the solution to the classical Navier—Stokes equations. In what
follows, we will show that, in dimension 2, there exist solutions to the system (1.6), when
the initial data belong to H2t"(R?)? x H'™"(R?)2, for all 1 > 5 > 0. Furthermore, if the
initial data satisfy a e-dependent smallness assumption, then these solutions are global in
time. Another improvement to the works of Racke, Saal and Schowe comes from the fact
that the smallness assumption on the data disappears when & goes to 0, in accordance with
the global existence of solutions of the Navier—Stokes equations in the two dimensional case
[9,12]. In order to obtain the local existence of solutions, the method we use is based on
a Friedrichs scheme. More precisely, we consider a sequence of systems, whose solutions
belong to more regular spaces. Then, by passing to the limit, we show that the sequence of
solutions converges to a solution of (1.6). The global existence for small data is obtained
through energy estimates, combined with a frequency decomposition of the solution. Notice
that this paper focuses on the two dimensional case only. Actually, the energy estimates
we make on the nonlinear terms are very specific to the dimension 2, and use sharp Sobolev
injections which do not extend to the 3D case. However, by adapting the method accordingly,
we may also obtain the same kind of theorems for the 3D setting, and probably improve the
results of [1]. Anyway, this would deserve a specific study, which we do not address here.

The outline of this paper is as follows. In Sect. 2, we define the mathematical formalism
of the problem, and state the main local and global existence theorems. The Sect. 3 is devoted
to the proof of the local existence theorem, for which we use a Friedrichs scheme, that is to
say of sequence of regularised systems, whose limit is (1.6). We also prove in this section
the uniqueness of the solutions, as well as their time-continuity, which is achieved via the
decomposition of the solution u as the sum u = u| + up, where u; is continuous in time
and more regular than # and u, remains small. Finally, in Sect. 4, we show that if the initial
data satisfy a e-dependent inequality, then the solution obtained in Sect. 3 is actually global
in time. This is done by writing the solution as the sum of a low-frequency term and a high-
frequency term. Then, separate energy estimates on those two terms allow to conclude to the
infinite time of existence, if the initial data are small enough.

2 Notations and Main Statements

In this section, after introducing a scaled e-independent version of (1.6) and giving some
recalls about the Sobolev spaces, we define precisely what a solution of (1.6) is and state the
main existence and uniqueness theorems of this article. First of all, in order to eliminate the
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parameter e-dependency, we perform the rescaling

”f“’”zﬁ”(% f) e = ! ( %)

2.1
_Lo(t oy
pe(T,y) = 81)(8 [>

and we set

This scaling transforms the e-dependent Eq. (1.6) into the following system of equations
with initial data which depend on ¢:

8t2u + oiu — Au+u.Vu + o;u.Vu +u.Vo,u = -Vp+ f,
divu =0, (2.2)
(u, 3u)(0, x) = (Veuo(v/ex), e¥%uy o (Vex)) = (uo, uy) .

Throughout this paper, we will establish the existence and uniqueness of solutions to the
system (2.2), and then deduce similar results on the system (1.6), by performing the scaling
(2.1) backwards. The main advantage of this technique appears when dealing with the global
existence result. Indeed, the smallness assumption on the initial data will be computed for the
solutions of (2.2), resulting into a e-independent condition. By going back to (1.6) through
the inverse scaling associated to (2.1), we will then be able to exhibit the e-dependency of
the smallness assumption on the initial data of (1.6).

In order to state our main theorem, we now need to introduce several functions spaces. Let
first recall the definition of the non-homogeneous Hilbert spaces H*(R?), s € R, given by

H*(R?) = {u € S'(R*) | i € L}, (R?) and / (1 + 151’ 1a(©)Pdg < +oo} .
R2
equipped with the norm
Il = [ 1+ 6Pyl P
where i is the Fourier transform of u, given by
uE) = / u(x)e *Edx .
R2
In what follows, (-, )y denotes the scalar product associated to H* (R2). We will also use the
usual L2(R?) scalar product as well as the L2-norm, which will be denoted (-, -) and || - ||
respectively. Together with the qlassical Sobolev spaces, we will need some properties of the
homogeneous Sobolev spaces H(R?), s € R, whose definition is given by
H(R?) = {u e S'(R*) |4 € L},.(R?) and / 1% 14(8)2dE < 400},
R2
The H*(R?) corresponding seminorm writes

lull, = /R &> |a)Pdé
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and (., .) s denotes the associated scalar product. Since the solutions we consider are diver-
gence free vector fields, we introduce the following distribution space

V= {u e DR>? :divu =0},
72
as well as its L2 closure H = VL . Finally, the solutions that we exhibit in this article exist
in the following Sobolev spaces of divergence-free vector fields, defined by
H = H N H*(RH)?.

Let us now give the precise definition of what a solution to the system (2.2) is. In this paper,
we show the existence of solutions in a weak sense, that is to say the first equality of (2.2) is
satisfied through a dual formulation. It is stated in the definition below.

Definition 2.1 Forn > 0, we call a solution of (2.2) with initial data (o, u) € HZ ™" x Hi ™"
a couple (u, &) € €3 (10, 71, Hy ™" x Hy ™) such that (u, d;u)i=o = (uo, u1) and, for
allz € [0, T]and ¢ € L>(R?),

/R2 (974 + dou — Au) (t, X)p(x)dx

—1—/ Pw.Vu + 0;u.Vu +u.Voru) (t, x)p(x)dx = f Pf(t, x)p(x)dx,
R2 R2

(2.3)

where P : L2(R?)2 — H is the classical Leray projector on R2.

With these definitions at hand, we are able to state the main results of this paper. We will first
prove the following theorem of local existence and uniqueness of solutions.

Theorem2.1 Let 0 < n < 1 be given, (up,u;) € H(%Jrr’ X H;Jrr’ and f €
O ([O, +00), H””). There exist a positive time T and a unique local solution u €

CO(10. 71, # ) N €t (10. 71, Hy ™) N C2 (10, T), HY) 10 the system (2.2), in the sense
of Definition 2.1.

According to this theorem, we cannot expect the existence of solutions if the initial data
have a lower regularity than H2 x H'. As said earlier, it is one of the differences with the
relaxation-based systems, for which the existence of solutions is established with initial data
in H' x L? only (see [10,13], ). The second main result of this paper establishes the global
existence of solutions of (2.2) if the initial data are small enough. Then, going back to the
e-dependent system (1.6), we will see that the smallness assumption on the initial data can
be reduced to the choice of a sufficiently small €.

Theorem2.2 Let 0 < n < 1 be given. There exist two positive constants Ko and

K1 such that, for any initial data (ug,uy) € H(%Jrn X H;Jr" and for any forcing term
[ € €10, +00), H'T(R?)?) N LA((0, +00), H'T(R?)?) N L'((0, +00), L*(R?)?) sat-
isfying the condition

172

1/2
Bo + By (Iuol32 + a2 + 1£13 10 000.22)) '~ = Ko » 2.4)

where

2 2 2 2 2
By = IVuoll 22 + o 2pap,, + 121122 + 1130+ 11220 o0, a1 -
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there exists a unique global solution u € co ([0, +00), H§+n> nct ([0, +00), H;M) N
C? ([0, +00), HY ) to the system (2.2) which satisfies, for any t > 0,

(@) 2y + 18w 1y <Ki(luolly + lut 4y

(2.5)
11/ L2¢0, 400y, 141y + ||f||L1((o,+oo),L2))~

The two Theorems 2.1 and 2.2 can be translated in the initial variables, giving the existence
and uniqueness of solutions to the system (1.6). First, by using the scaling (2.1) backwards,
the Theorem 2.1 directly gives the following one.

Theorem23 Let 0 < n < 1 be given, (uoe,u1s) € Hgﬂ X H;H and f; €
O ([O, +00), H”"). There exist a positive time T = T (e) and a unique local solution

ue € CO(10. 71, H; ) €' (10, T) Hy ") 1 C2 (10, T, HY) 10 the system (1.6).

We then derive a global existence theorem for the system (1.6), from the Theorem 2.2. To
do so, we need to translate the smallness assumption (2.4) in terms of the initial variables. A
straightforward computation gives the following equalities:

s
ol e =e¥ el Vs €R,
145
luell gy =& 2 llusxllgg . Vs €R, 2.6)

1_1
lullpp =& 7luellyp, Yp=1,
and in particular
1
lullz = luellp2 s IVullz = e2|Vuellpa, lluell2 = elluelizz - 2.7

Likewise, we also obtain the following equality, for p > 1,

s4p—1
1 vy =2 P W fell oy - YP = 1. VseR. 2.8)

Using (2.6), (2.7) and (2.8), we at once deduce the following global existence result for the
equations (1.6).

Theorem 2.4 Let O < n < 1 and ¢ > 0 be given. There exist two positive constants Ko and

K such that, for any initial data (o, u1,s) € H3+" X H;'H’ and any forcing term f, €

CO([0, +00), H'*(R?)2) NL2((0, +-00), H'*(R?)%) N L1 ((0, +00), L2(R?)?) satisfying
the condition

1/2 1/2
Bo.c + By (0122 + e2llur el 22 + 1121 0 400y 22)) - < Ko 2.9

where
2 1 2 2 2 2 2
Boe =¢(IIVuocl?s + e Muoe 120, + €21V el2s + e ur |2,

2
+ ”fé‘ ” Lz((0,+00),H1+’7)) ’
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there exists a unique global solution u, € co ([0, +00), H§+n> nct ([0, +00), H;M) N
C? ([0, +00), H;]) to the system (1.6) which satisfies, for any t > 0,

24n 1
lue (Ol 2 + elldrue(Oll 2 + &2 (lue (Ol gaen + 2 19rue (Dl 1)

240 1
< K1[||u0,5||L2 +elluielle + &7 (luoell gaen + eZlurell gien) (2.10)
. 1 2+
+ 1Sl L (0,400),22) T €2 N fell L2(0,400),22) T & 2 1 fell L2((0, 400y Fr14m) ]

In particular, the smallness assumption 2.9 disappears when ¢ goes to 0. Consequently, as a
direct consequence of Theorem 2.4, we can conclude that, for every initial data and forcing
term satisfying the conditions of the local existence Theorem 2.3, if ¢ is small enough, then
the solution is actually global in time. This is stated in the next Corollary.

Corollary 2.1 Let 0 < n < 1 be given. For any initial data (uoe,u1,e) € H(%H X H;H
and any forcing term f, € C°([0, +00), H(R%)?) NL2((0, +00), HT1(R?)2) N
L]((O, +00), LZ(RZ)Z), there exists a constant ¢y > 0 such that, if ¢ < ¢go, then there
exists a unique global solution to the system (1.6), satisfying the properties of Theorem 2.4.

Notice that, in [16], is conjectured that solutions to the system (1.6) with large initial data
may blow up at finite time. The previous corollary does not contradict this conjecture, but
shows that if a blow up condition exists, it is e-dependent. In other words, the definition of
a large initial data is obviously relative to ¢, as well as it is the case for the definition of a
small initial data, given through the inequality (2.9). The remaining of this article is devoted
to the Proofs of the Theorems 2.1 and 2.2 .

3 Proof of Theorem 2.1: Existence of Local Solutions

In this Section, we show Theorem 2.1. The method we use to prove the local existence of
solutions of (2.2) is based on a Friedrichs scheme, consisting in defining a regularised system
which depends on a parameter n € N. Since the solutions u, of these equations are very
regular, we are then able to perform energy estimates involving the Sobolev norms of u,,.
Then, by letting n go to infinity, we prove that u, converges to a solution of (2.2), which also
satisfies the same energy estimates. Finally, we establish the time continuity of the obtained
solution.

3.1 Basic Auxiliary Properties

In order to introduce a regular version of (2.2), we will use the following mollifier operator
I1,, for n € N, which is the spectral cut-off function defined by

M, ) = F~' (x0.m4) , 3.1)
where F denotes the Fourier transform, &t = Fu and x[o,,] is the cut-off function, given by
xom@&) =1, VI§[<n, and x=0, V[[>n.
Due to the well-known properties of the Fourier transform, the following properties hold:

1. T2 =T11,.

@ Springer



Journal of Dynamics and Differential Equations

2. I, commutes with the derivatives.
3. I, is a self-adjoint operator with respect to the L?—scalar product.

The most important properties of IT, are the smoothing properties, which we recall in the
next lemma.

Lemma 3.1 The operator I1, satisfies the following properties:
(1) There exists a constant C > O such that we have, for any u € H*® and s < o,

IMaulle <Cn " [Muulls < Cn®*lulls

o—s o—s (32)
ITaull o <Cn® [ Maullgs < Cn” lullgs -
Thus, for any s € R, Tl is a continuous operator from H* (R?) into N H k(R2).
keZ
(2) Likewise, there exists a constant ¢ > 0 such that, for any u € H* and o <'s,
en® N = Mullgo < 1T = Tp)ullgs - (3.3)

(3) If u belongs to H* (R?), then T1,,(u) — u strongly in H* (R2), when n goes to infinity.

Proof The above inequalities are straightforward consequences of the definition of IT,,.
Indeed, for example, we have, for s < o,

Moy, = [ 167 xom©1alde = [ 157 1aPas
R? |El<n
3.4

<2 [ 1P xon @i

which implies the second inequality in (3.2). The other inequalities are proved in a similar
way. O

In order to perform energy estimates on the solutions of the regularised system, we also need
to bound the product of two vectors. These elementary products laws are given in the next
proposition.

Proposition 3.1 (1) For any s > 0, there exists a positive constant C1 = Ci(s), such that,
forany uy, ur € L°(R?) N H*(R?),

luruzlls < Cr(s)(lunlizeelluzlls + lluzllzoellutls)- (3.5)

In particular, if s > 1, H*(R?) is an algebra and there exists a positive constant Cy =
Co(s) such that, for any uy, up € H* (R?),

luruzlls < Ca(s)llurllslluzlls. (3.6)
(2) Likewise, for any s > 0 and uy, uy in L ([R?) N H* (R?),
luruzll ge < Crls)(lutllzoe luall gs + lluallzoellurllgs)- 3.7

(3) Forany s > 0, there exists a positive constant Cz = C3(s) such that, for any uy, uy €
(L®(R2))2 N (H* (R?))? such that divu; = 0, the following inequality holds:

llur - Vualls—1 < C3(s)(lutlizoellualls + lluallze lutlls). (3.3)
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(4) Likewise, for any s > 1, {here exists a positive constant C4 = Cq(s) such that, for any
ut, uz € (L2 R2))2 N (H* (R?))? such that divu; = 0, the following inequality holds:

lur - Vual ot < Ca@) (lurllzoelluzll g + luwall oo lurll s )- (3.9)

Proof The proof of the inequalities (3.5) and (3.7) can be found in [8] and [2]. The inequality
(3.8) is a direct consequence of (3.5) and of the remark that u; - Vuy = V(11 ® u»), if both
terms make sense and if u is divergence-free. The inequality (3.9) is proved in [13, Annexe
Al O

Finally, for s > 0, we introduce the operator J; = (I — A)%, which is defined by
Ju=F"((1+16P) i @) -
In particular, we notice that, for all s € R,
lulls = 1 Jsullz2 .

The following commutator property of J; will be needed when performing a priori estimates
on the solutions of (2.2).

Lemma3.2 Lets > 1. There exists a constant C > 0 such that, for any u € H*T'(R?) and
v E HS_I(]Rz), we have

105, ulvll2 = CIJsVullp2 [ Js—1vliz2 - (3.10)

Proof The inequality (3.10) is obtained by adapting the proof of [20, Lemma 2.4] to the case
of the dimension 2. O

3.2 Regularised System and a Priori Estimates

We recall that P : L2(R%)?> — H denotes the classical Leray orthogonal projector from
L*(R?)? onto H, given by the non local pseudo-differential operator

P=1-—v() ldiv.

We now introduce a regularised version of the system (2.2), which we obtain through the
cut-off operator IT,, and the Leray projector. It is given by

atzun + du, — All,u, + PI1, (IT,,u,.VI1,,u,) + PI1,, (I1,,0;u,.VI1,u,)
+PT1,, (I,u,.VI1,0;u,) = PIT,(f), 3.11)
(u,(0), 3un(0)) = (IT,, (uo), Iy (u1)).

By defining the vector \7,, = (V1, V) = (u,, d;u, ), we can rewrite the above second order
system (3.11) as the following first order system

8V, =F t, V),

_}I n ( l’l) (3.12)
Vi (0) = (IT,, (uo), Iy (u1)) ,

where F = (F1, F»), and

Fi(t,V) = Vs,
k@, V)= -V, + All,V, — P, (IT,,V,.VI1, V}) — PIT, (I1,,V,.VI1,V})
—PI1,, (11, V1.VIT, Va) + PTL,(f(1)).
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Forall > 0, we notice that F is a continuous map from [0, +00) x IT,,(HZ™") x T, (Ha ™)

to IT, (Hf”) X H,,(H(,Hn). In addition, Fis a locally-Lipschitzian function in V €
1'[,,(H§+") x T, (HI™), for every 0 < n < 1. Consequently, the Cauchy-Lipschitz Theo-
rem implies that, for every (ug, u;) € Hg” X H;M, there exists a positive maximal time
T,, and a unique solution (i, d;u,) € C' ([0, 7,1, T, (H2T) x 11, (H;Jr")) to the system
(3.11). Furthermore, if 7, < 400, then ||(uy,, 0;u,) || g2+ g1+n —> +oo whent — T,,. We

notice that (I, (u,), I, (d;u;)) is also a solution to (3.11), and, since this solution is unique,
it comes

I, (up) = u,, and I1,(0;uy) = Oruy.
Thus, (u,, d;u,) satisfies the equation

8,2un + oiuy — Auy, + PI0, (uy,.Vuy) + PI, (0,u,.Vuy) + PI0, (u,.Vou,) = PIL,(f).
(3.13)

The aim of this section is to show that, for all n € N, there exists a positive time T € (0, T,],
independent of n such that (uj, 3;u,) is bounded in the HZ 5 Hnorm on [0, T,
uniformly with respect to n. To this end, we introduce the following energy functional

1
En(0) = 5 (Itn + duaeal} ., + D00a ) + 1Vl

We notice that E,(t) is equivalent to |lu, (t) |24y + 10:un(#)]l14y. Indeed, for every
(vo, v1) € (H*" x H't"), the following inequalities hold:

1 1
g (ol + lvrlify,) < 5 (lvo + il + v, ) + 1Vl

3 (3.14)
< S (wol3ey + orlT4)-
Through a priori estimates on the solutions of (3.13), we will show that
& E,(1) < GME>(t), forall t € [0, T,], (3.15)

where G is a locally integrable function which depends on f. By integrating the previous
inequality in time and taking into account the inequalities (3.14), we will then be able to
obtain uniform bounds on the (H2" x H1*")-norm of (u,,, 8;u,), which are valid on a time
interval [0, T), where T € (0, T,,] is independent of n. In particular, this implies that the
solution (u,, d;u,) exists as longas 0 <t < T, for every n € N.

To obtain estimates of (i, (¢), d;u, (¢)) in the (H2t" x H'*")-norm, we begin by proving
the following lemma. In what follows, the constant C denotes a positive constant which may
change from one line to another.

Lemma 3.3 There exists a positive constant C > 0, such that, for alln € N and all t €
[0, Tp),
1
O En () + 7 IVt + 10n Oy < 21 OIF 4, + 1+ CEZD). (3.16)

Proof We first apply the operator Ji, to the equation (3.13) and take the L2-inner product
of the resulting equation with Jy 4, (u + 20,u). We notice that the resulting equality makes
sense since (u,, 0;U,) is as regular as wanted. Integrating several times this equality by parts
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and using the facts that IT,, and P are self-adjoint with respect to the L?—product and that
I, u, = u, and I1,0,u,, = d,;u,, we obtain, for all 0 <t < T,

W En + Vunliy, + 10unlliy, = I + L+ I3 + L, (3.17)

where

I = (J1+r](f), Jiy (un + 23;14,,)) >

L =- (Jl+n (un-Vuy) s Ji4n (un + 28!”)1)) >
I3 =— (Jl+n (0rup.Vuy), Jl+17 (un + 281un)) y
Iy = — (Jl+n (up.Voruy) , Jl+n (up + 28zun)) .

The estimate of the term / is immediate. Indeed, applying the Holder and Young inequalities
as well as (3.14), we get

1O < 1 Ny (Tl + 2 1000 1114y)
<20 fOl7y, + Ea(0) (3.18)
<2 f Oy, + 1+ EX0).

To estimate the term /», we use the inequality (3.6) of Proposition 3.1 and the fact that H!*7
is an algebra. By this way, we obtain

L@ < ”umvun“lJrn”un + 28[”n||l+17
= Cllunlli4n I Vunllignllun + 20:un 149,

from which we deduce
1
@] = 7 IV, + CEL@). (3.19)
The term /3 is estimated by applying the inequality (3.6) of Proposition 3.1. It comes

[13(1)| §||atun-vun||l+n”un + 2at”n”l-’—r}
<ClIunlli4nIVunlli4xlln + 20:unll14y,

and thus
1
O] = ZIVun Ol + CER (1), (3.20)
It remains to estimate I4 that we rewrite as the sum Iy = I4 1 + 142, where

Iy =— (J1+n (uy-Voruy), J1+nun) s
Iyp = -2 (Jl+n (un.Voruy) , J1+nazun) .

Since div u, = 0, we have u,.Vo;u, = div ((u, ® d:u,). Then, an integration by parts
yields

14,1 = (Jl+17 (up ® 0ruy), Jl+nvun) .
Hence, the inequality (3.6) and a Young inequality imply
a1 (D] < Cllunllyn 10:un 1y Vitnlly 1y

1
< g ln 151, + CEZ ().
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In order to bound the term 4 7, we first remark that, since u,, is divergence free, the following
equality holds:

(tn.V J1 4Ot J1gn0s1ty) = 0. (3.21)
Therefore, 14 > writes
Iyp = -2 ([‘,]+777 un].Voruy, Jl+r]atun) .

Then, the commutator inequality (3.10) of Lemma 3.2 and the Cauchy—Schwartz and Young
inequalities give

Uan(0)] < C | J1gnVun| 2 | 1y Voru| 2 10runlli 4y
< ClIVun @iy 10ua (174,

1
= g IVun Iy, + CE;.
Finally, adding the estimates of 14,1 and /42, we get

1
4@ = 7 Vi@, + CELO). (3.22)

Finally, going back to the equality (3.17) and taking into account the estimates (3.18), (3.19),
(3.20) and (3.22), we conclude that, for 0 <t < T,

1
0 En () + 7 IV Iy + 10un Oy < 21 OIF 4, + 1+ CEZD). (323)
]
The inequality (3.16) of Lemma 3.3 allows to show that there exists a n-independent positive

time 7', such that the HZ" x H!'*"-norm of (u, (¢), ;u, (¢)) is bounded on the time interval
[0, T'). Indeed, by rewriting the inequality (3.16) as

0:E (1) < G(t)S,f(t), (3.24)
where
GO =CUfOIT,+1) and &) =1+ E, (1),

we can show the next lemma.

Lemma34 Let 0 < n < 1 be fixed and let (ug,u;) € H(%H X H;M, f €

cY ([0, +00), H;Jr") NL*® ([0, +00), H;Jrn) be given. There exists a time T > 0 depend-

ing only on |[uoll2+y, luilli+y and || f || oo gi+ny such that, for any n, T < T, and the

solution (un, dyity) € C° ([0, Tl T (H2T) x T, (HL ")) of (3.11) with initial data

(I, (uo), I, (u1)) satisfies the following uniform bound with respect to n, foranyt € [0, T,

&n(0)

1= CtEO) (1 + 11700 0 o0y 117 )

(3.25)

1
1 g (a3 )+ T 01 4,) < E00) =

Proof The differential inequality (3.24) can be rewritten as follows:

: 2
) (5,,(:)) =c(1+1rmik,).
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The solution &,(¢) of this differential inequality exists on a positive time interval [0, t,,).
Integrating the above inequality between 0 and 0 < ¢ < 7, we obtain,

>

2
Ea (D) £,(0) - Ct (1 + ”f||L°°([O,+OO)»HH”)> :
Equivalently, we have

&n(0)

E() < S . (3.26)
1= CEO (14 112 g0 0y 10
We next choose T > 0 such that
1
0<T< (3.27)

an(o) (1 + ||f||iw([07+oo)7H1+r]))

The estimate (3.25) is a direct consequence of (3.26), (3.27) and (3.14). Moreover, due to
the inequalities (3.14), we have

3
E(0) = 14 Z(luol3y + et IT,),

which implies that the bound on 7 in (3.27) as well as the estimate (3.25) are independent
of n. O

3.3 Existence of Solutions

We now show the existence of solutions of (2.2), when the initial data (g, 1) belong
to the space H§+" X HJH and the forcing term f belongs to o ([0, +00), H;M) N

L ([0, +00), H;'H]), where 0 < n < 1.

The proof of the existence of such solutions is done by using the a priori estimates that
we performed in Sect. 3 for smooth initial data and forcing term. More precisely, we

consider the regular solution (u,, dju,) € c! ([0, T.1, H,,(H§+n) X l'[,,(Hgl'H’)) of the

system (3.11) with initial data (I1, (ug), [1,(x1)) and forcing term IT,(f). Due to the
Lemma 3.4, there exists a positive time 7', independent of n, such that (u,, d;u,) is

bounded in L>® ([0, T1, H2T x H(}H), uniformly with respect to n. Consequently, up
a subsequence of (i, dUn)n>0, there exists (u, du) € L™ ([0, 71, H2T" % HUIM) a

C,% ([0, T], H§+" X H;'H’) such that

(tt, dyity)—(ut, dyu) weak* in L ([0, 7], H x H;J”’),

(n (1), dun ()= (t), du(t)) weaklyin HZT" x HZ, forall t e [0, T].

The weak continuity of (u, d;u) into H(%J”’ X H;” is deduced from the weak convergence

of (uy,(t), orun(t)) to (u(t), ou(t)), forallt € [0,T]. Let ¢ € Cgo(Rz) be a smooth test
function and Q denotes the compact support of ¢. Making the L2—product of (3.11) with ¢,
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we obtain
/ (8,214,, + 0puy, — Aun) (t, x)p(x)dx
Q

+/ P (uy.Vuy + 0rtn Vuy + uy Vo) (¢, x)I1, (@(x))dx
Q
=intP f(t, x)I1,(¢p(x))dx. (3.28)

The idea is to pass to the limit when n goes to infinity and to show that the equality (2.3)
holds. Although the linear terms of (3.28) pass easily to the limit, the weak convergence of
(un, 0ruy) to (u, d;u) is not sufficient to deal with the non-linear terms of (3.28). This is why
we need to establish strong convergence between (u,, d;u,) and (u, d;u). To do so, we use
compactness embedding results of the Sobolev spaces defined on the regular domain 2. For
s > 0, let H*(£2) denotes the space of the restrictions of the H® —functions to 2. In particular,
if s < o, then H? (2) is compactly embedded in H*(2). The boundedness properties of u,,
and d;u, in H>T"(Q)? x H'*7(Q)? uniformly with respect to 1 give

up—u weak*in L ([0, T], H**1(Q)?),

Ojup,—0;u weak*in L ([0’ T, H1+"(Q)2) ) (3.29)

In addition, since (i, d;u,) is bounded in L ([0, T'], H2H1(9)? x H]+’7(§2)2) uniformly
with respect to n, we can check from the first equation of (3.11) that 8t2un is bounded in
L ([0, T1, LZ(Q)Z), independently from n. Hence, the following convergence results hold:

Oup—92u weak*in L™ ([0, T1, L2(2)?),

d2un(t)—92u(t) weaklyin L*(Q)?, forall 7€ [0, T]. (3-30)

Furthermore, for all ¢ € [0, T], the set U uy(t) is compact in H'1(Q)? and uy, is equicon-

neN
tinuous in H!*"(2)2. Indeed, for all #;, 1, € [0, T, t» > 11, we have

15}

lun(2) — un(EO) | gy < / 101y ()Nl 140 () ds

4l

< (t2 — 11) 8sunll Lo o, 77, H1+0 (02)) A5 -
Consequently, the classical Arzela-Ascoli Theorem implies
u, — u stronglyin  C° ([0, T1, H'™(Q)?),
which can be improved through interpolation inequalities to
u, — u stronglyin C°([0,T1, H'()?), forall se[0,2+n).  (3.31)

With the same tools, arguing that 87, is bounded in L> ([0, T'], L?(2)?) uniformly with
respect to n, we obtain

dun — du stronglyin C° ([0, T1, H*(Q)?), forall se[0,1+n). (3.32)

Now, the identities (3.31) and (3.32) are sufficient to pass to the limit in the equation (3.28)
when n goes to infinity and obtain (2.3) for all ¢ € C§° (R?%). Since Cy° (R?) is dense into
L?(R?), we conclude that (u, d:u) also satisfies (2.3) for all ¢ € L2(]R2).
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3.4 Uniqueness of Solutions

We now show that the solution of (2.2) obtained in Section 3.3 is unique. To this end, we con-
sider two solutions (u, 8,u) and (u*, 9,u*) which belong to C° ([0, T1, (HZ™" x HA ™) with

w
the same initial data (i, u1) € H2" x HI™" and forcing term f € C° ([0, +00), H;Jr").

We define v = u — u*. It is clear that the following equality holds (in the sense of Defini-
tion 2.1), for all r € [0, T'],

8,21) + v — Av+u. Vv +v.Vu* + 8u. Vv + 3,v.Vu* + u. Vv + v.Vou* + Vg = 0.

(3.33)
The aim of this subsection is to demonstrate that v = 0, which is done by making estimates
on the energy functional E, given by

~ 1
E@) =3 (Ilv(®) + dvOII* + 19O 11?) + Vu@)]I* .

The Definition 2.1 allows to take the L2-inner product of (3.33) with the L?-function
v + 29;v. Integrating by parts and using the fact that div 4 = div u* = 0, we obtain, for
0<t<T,

WE + IVl* + 190> = J1 + Jo + J3 + Ja, (3.34)

where

Ji = —-2w.Vv + 0,u.Vv, 0;v)

S =—.Vu* + 0,v.Vu*, v+ 20,v),
J3 = —.Vo,v,v),

Jy = — (w.Vou*,v+20,v).

We now have to estimate each term separately. The estimate of the term Jj is straightforward.
Using a Holder inequality, we obtain

[J1(O] = 2 lu@) + du@)ll Lo [VVI |8, 0]l
< Clu(®) + du@® | E(®) (3.35)
< C llu+ dyull o qo.7). 1) E (1)
Likewise, we get
1L@] < [V @ Lo Qo@ I+ 2 1300 1)
< C| Vi) oo (VDI + 13,0@11%)° (3.36)
< C | Var|| yoo 0,71, 10y E(1).
Since div # = 0, an integration by parts gives
J3 = —(div (u ® 0;v), v) = (u ® d;v, Vv).
Consequently, we have
[3(D] = Cllu@)ll Lo 10 v@ [ V@)l
< 2u(®)l L~ E@) (3.37)

< 21lull oo, 7y, 10y E(0).-
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The last term Jy is a little more difficult to estimate. We split it into the sum J4 = J4,1 + Ja 2,
where

Ja1 = — W.Vou*,v),
Jio = -2 W.Vou™, ov).

In order to bound Jy 1, we apply the following Gagliardo-Nirenberg inequality (also called
Ladyzhenskaya inequality)

Ioll s < Cllvll? V]2, (3.38)
and obtain
[Ja1 (D] < C | Vau* O lv@)|24
< C |[Vou* @] lv@ I Vo @)l
=C ”V8’u*||L°°([0,T],L2) E@).

It remains to estimate J4 2. We first recall that 0 < n < 1. Applying the Holder inequality

. Vw e Li(RY). Yw, € LTT(RY) . (339)

I—n

lwiwall2 < lwill 2 lwall
L L
we can write

[Ja2®] <20 2 [Vou*@)| 2 lov@)]l.
L LT-n

Then, using the continuous injections of H'(R?) into L%(Rz) and of H!="(R?) into
L% (R?), we deduce from the above inequality:
[Ja 2] = Clv@ = 3™ @O 1418 0O < Clo@ I 18:u™ @) l144 13 0O,
and finally
[Ja2(O)] < ClIOu* || oo 10y E(0). (3.40)

The equality (3.34) together with the inequalities (3.35), (3.36), (3.37) and (3.40) imply that,
forallt € [0, T],

QE@) + IVu@) 1> + 130> < CE@). (3.41)

Since E"(O) = 0, the Gronwall lemma implies E = 0 on the time interval [0, T]. Therefore
v(t) = u(t) —u*() = 0forall 7 € [0, T] and the solutions of (2.2) obtained from Sect. 3.3
are unique.

3.5 Time-Continuity of the Solutions of System (2.2)

Throughout this section, («*, 9;u™) denotes a solution of the system (2.2) with initial data
(uo, uy1) € H§+'7 % HI and forcing term f € C° (RY, HH'”), with n > 0. As shown
above, (u*, du*) € CY ([0, T1, H2" % HJH’). The aim of this section is to show that

(u*, 9;u™) is strongly continuous in time. To do so, we define the rotational of u*, given by
w* = du} — du}, and show that (0¥, 8;0*) € C° ([0, T], H'™" x H"). By taking the
rotational of the first equation of (2.2) and using the fact that div u™ = 0, we can show that
™ satisfies

i o* + do* — Aw* +u* Vo* + 3 (u*.Vo*) = curl f. (3.42)
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The strategy that we use to establish the time continuity of (w*, 9;w™) relies on the
decomposition of w* as the sum o* = o} + a)?, where (0], d;]) is more regular than
(w*, 3;w*) and continuous in time in the space H' ™7 x H" and (w3, 9;w}) remains small in
L ([0, T1, H'F x H'V). More precisely, we set (], 0;»]) to be the solution of the linear
Cauchy problem

Btza)}‘ + 00f — Awf +u* Vol + o (u*Va)’l“) = (I —I) (curl f),
W= = (I = Iy) (curl ug) , (3.43)
8;60’1*“:0 = (I —I1,,) (curl uy),

and (w3, 0;w3) to be the solution of the linear Cauchy problem

E),zw’zk + %) — Aw; +u*.Vwi + 0 (u*.Va);) = I1,, (curl f),
‘03\,:0 = IT,, (curl uyp) , (3.44)
8,w’2k|l:0 = I1,, (curl uy),

where I1,, is the cut-off operator given by (3.1) and m € N will be made more precise later.
The study of these two Cauchy problems can be reduced to the study of the following linear
one:

8,2(1) + 0w — Aw+u*.Vo + 9; u*. Vo) = g,
Wjir=0 = W, (3.45)
atwj|t=0 = wi,

where (wo, w1) € H* x H* ! and g € C*(R*, H°~'), with s > 1. In what follows, we
establish the existence of solutions to (3.45) when s belongs to [1, 2 + 7n].

3.5.1 Study of the Auxiliary Linear Problem

We now establish the existence and uniqueness of solutions to the Cauchy problem (3.45)
when (wg, 1) € H* x H"'and g € CO(RT, H*7"), with 1 < s < 2+ 7. The next
definition states what is meant by being a solution of (3.45).

Definition 3.1 We call solution of (3.45) with initial data (wg, w1) a couple (w, d;w) €
CY ([0, T1, H® x H*~') such that, for all ¢ € C3°(R?),

/ (B (1, x) — w1(x)) p(x)dx +/ (o(t, x) — wo(x)) (x)dx
R2 . R2

+// Vw(s,x).Vo(x)dxds
0 JR (3.46)

= /0 /]RZ (a)(s,x)u*(s, x) + 0 (w(S,X)u*(s, x))) Vo(x)dxds
1

—|—//g(s,x)<p(x)dxds.
0 JR2

The existence of solutions to the problem (3.45) is given by the next lemma.

Lemma3.5 Let s € [1,2 4+ 1], (wo,w1) € H x H™, g € C°([0,T], H*"') and
(u™*, 0;u™) € CS) ([0, T], Hg'H’ X HUH_”). There exists a solution (w, 0;w) to the problem

(3.45) such that (w, 0;w) € CS) ([O, T], H® x HS_I) and there exists a positive constant C
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such that, for all t € [0, T],

E@(®) = (EO + 3181220, 1)
X exp (C (||u*||Loo((0’,)’H2+n) + ”8tu*”L°C((0,t),H1+'7)) t+ Zt) 5
(3.47)

where

E@)(®) = = (lo@) + 30O, + [180®3,1) + Vo) I3, .

N —

and

1
2
Besides, if s > 1, then (w, ;0) € C° ([0, T, H® x H°™"), forall o € [1, ).

E©) = = (lloo + @) 551 + lorll31) + Vool -

Proof The proof of this lemma is based on a Friedrichs scheme and a priori estimates. For
n € N, let us consider the regularised problem

82wy + dywn — Awy + T, W Ve, + 3 (u* V) = T,(g),
wn)r=0 = I, (wo) , (3.48)
8twn\t:0 =11, (w1) .

We can check by the use of the Cauchy-Lipschitz theorem that there exists a unique solution
(wn, dwp) € C! ([O, 1,1, I, (H®) x H”(Hs_l)), where 7,, € (0, T]. We now perform the
H*~!'—inner product of the first equation of (3.48) with w, +20;w,,.Let E(w,) : [0, T,] = R
be the energy functional given by

1
E@n)®) = 3 (llon® + o1 + 180n(ON35-1) + Vo (D113, -
Using the fact that I, @, = w, and I1,0;w, = d;w,, we have

W E(@n) + 18r0n |11 + IVon 2yt = (8, @n + 20;0n) o1

3.49
— (u*.an, w, + 28,wn) — (8, (u*.an) , wp + 28,0),1) (349)

Hs—1 Hs—1 -

Then, we integrate the previous equality on the time interval [0, ¢], where ¢t € (0, T;,), and
obtain

E(@n)®) + 18001320 1y -1 + 1V T2 0,00, 151
= E(wn)(0) + L1+ Lo+ L3+ La, (3.50)

where

t
Ll = / (gs Wy + Zatwn)Hsfl dU,
0
t

Ly, = / (u*.Vw,,, Wy + 28,wn)HH do,
0
t
Ly = / (u*,Vatwn, wp, + Za,wn)HH do,
0
t
Ly = / (Btu*,an, wy + 28,w,,)Hx_1 do.
0
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We now have to estimate each term L;, i = 1, ..., 4. By the use of Cauchy Schwartz and
Young inequalities, it comes

1 1
2 2 2
Ll =< E ”g”LZ((O,t),HS’l) + E ”L;)n ”LZ((OJ),HS—I) + ”8[(1)" ”L2((O,t),H5’l)

T (3.51)
S 5 ||g||L2((0J),Hs71) + ZK) E((A)n)(U)dU

In order to estimate L, we need to separate the case 1 < s < 2+ n from the case s = 1. Let
us assume now that s > 2. Since u* is divergence free, then one has u*.Vw, = div (w,u™*).
Consequently, using the inequality (3.6) and Holder and Young inequalities, we get

t
Ly < / [div (@) | o o + 20,00l s dos
0
= HM*HLOO((OJ),HS) lon 20,0y, m5) lwn + 20t 0nll L2¢0.1), 151y
t
< C [0 gy oo / E(wy)(0)do.
e 0

with C > 0. If s = 1, since H2T"(R?) is continuously embedded into L (R2), then we
have

t
Ly < / |u* Ve | llon + 28,0, do
0
< | Lo 0.0y.10) 1V @n 2 (0.0).22) llom + 28;0mll L2 0.0).22)
t
< C |y oen [, EC@n) @i

Via classical interpolation arguments, we can deduce the case s € (1, 2] from the cases s = 1
and s > 2, and obtain, for all s € [1, 2 + 7],

t
Ly<C ||“*||Loo<(o,t>,H2+n>/0 E(wn)(0)do, (3.52)
where C > 0. The estimate of L3 is performed by writing L3 = L3, | + L3>, with
t
L3 = / (u* . V0rwn, @) -1 do,
0
t
L3, = 2/ (u*.VBtwn, B[wn)HS_l do.
0

We start with L3 | for which the cases 2 < s <24 nand 1 <s < 2 are dealt separately. If
s > 2, then the inequality (3.6) holds, and an integration by parts gives

1
L3,1 = / (le (atwnu*), a)n)Hs—l do
0

t
_/ Jsfl(atwnu*)-v‘lsflwndo'
0

IA

t
c / [ o 130n 51 ol e do
0
< C ||| ooy, -1y 18:@nll 20,07, 1151y lonll 20,00, 115)

t
<C ||M*”Lm((oyt)yb,ﬂn)/0 E(wy)(0)do.
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To obtain the estimate for s € [1,2], we first consider the case s = 1. Performing an
integration by parts and using the fact that H>*"(R?) is continuously embedded into L>°(R?),
it comes

'
L3 :f div (0;w,u™)w, do
0

t
—/ dwu* Vo, do
0

IA

C ]| oo 0.0y.100) 18 @l 20.0).22) IV @l L20.0).22)
t
= c ||u*HLOC((0 1) H2+n)/ E(wn)(o')do'
" 0

The case 1 < s < 2 is obtained by interpolation arguments between H 1(R?) and H*+"(R?).
Likewise, L3 > has to be dealt in two different ways, whether s > 2 or not. We start with the
case s > 2, and rewrite

t
L3,2=/ ([Js=1. u*] VO, J—10104) do
0
t
+/ (u*.VIs10;0n, Js—13;0,) do.
0

Since div u* = 0, an integration by parts shows that

t
/ (M*.Vjs_la[(,()n, J_g_lala)n)Lz do =0.
0

Consequently, through the inequality (3.10) we obtain

t
Lys < / [ o1V | 2 12V oyeonll 2 1s—1heonl 2 do
0

5 C ”M*” ) ||8twn||i2((0,[)’1_1x—1)

L°°((0,1),HS
t
<C ||“*|}L°°<<0,r>yH2+'i>/0 E(wy)(0)do.

The case s = 1 is obvious, since, in this case

t t
Lyp = /0 (u*_Vatwn, 8;&)") do=0< ”u*HLOC((o,;),H”")/O E(wp)(o)do.

As we did for L3 1, the case s € (1, 2] is deduced by interpolation. Combining the estimates
of L3 1 and L3 2, we have finally shown

t
Ly < C[|u*| yoo 0,0y, 2y /0 E(wn)(0)do, (3.53)

with C > 0. It remains to perform the estimate of L4. The term L4 has to be estimated by
considering separately the case s > 2 and the case s € [1, 2]. If s € (2, 2+ 7], the inequality
(3.6) implies

L4 =< “ alu*”Loo((O’,),H.v—l) ”Va)rl”[,z(((),[),HS*l) ”a)n + zatwn“LZ((O,t),Hf’l)

13
<C |}a,u*||Lm((0,z),H1+n)/o E(wy)(0)do.
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If s = 1, since the divergence of d,u™ vanishes, an integration by parts shows that L4 =

t
f (B,M*.Va)n, w,,) do = 0. Hence
0

t
Ly = 2/ (8tu*.an, Btwn) do.
0

Due to the continuous injection of H 14+1(R2) into L (R?), we get
L4 = || 3,14* H L>((0,1),L%) ” Va)n ” LZ(((),[),LZ) ” 8twn ” Lz(((),t).Lz)
t
= C ||atu* ”LOO((O 1) H1+’7) / E(wn)(a)da
o 0

Finally, we have shown that, for all s € [1, 2 + 5], we have

t
Ly < C |0* | oo 0.0y, 11140, fo E(wy)(0)do, (3.54)

where C > 0.
Now, combining the estimates (3.51), (3.52), (3.53) and (3.54), we deduce that, for all
t € [07 Tl‘l)7

E(wl’l)(t) + ”atwl’l ”%AZ((OJ),HA'*l) + ”le’l ”iz((o,t).Hf*l) S E(wn)(o) + % ”g”iz((o,t),H:71)
t
+ (C (Hu*||L°°((0,t),H2+’7) +| atu*“LDO((O,t),HH'”)) + 2) /0 E(wn)(0)do,

where C is a positive constant. Finally, the Gronwall inequality implies
1 2
E(wn)(t) S E(wn)(o) + E ”g”Lz((O,Z‘),HS_l)

X exp (C (”Lfk ||L°°((O,t),H2+'7) + ||atu*||L°°((0,t),H1+n)> I+ Zf) - (3.55)

In particular, this inequality shows that the H®—norm of w, and the H*~'—norm of
J;w, remain bounded as long as + < T. Consequently, we conclude that 7, =
T, for all n € N. Furthermore, this inequality ensures the existence of (w, d;w) €
Ly, ([0, T1, H*(R?) x HS_I(RZ)) such that, up to a subsequence,

w,—w weak*in L7 ([O, T], HS (]Rz)) ., when n — +o0,
dwp—do weak*in L ([0, T], H~'(R?)), when n — +oo.

loc

Then, when passing to the limit when n goes to infinity, the proof that (w, d;w) satisfies the
equality (3.46) is straightforward. Furthermore, by taking the limit when n goes to infinity
in the inequality (3.55), we show directly that (w, 9;®) satisfies (3.47). The uniqueness of
the solution to (3.45) is easily obtained by noticing that if (w, 9;®) and (@, 9;®) are two
solutions of (3.45) with the same initial data and forcing term, then (v — @, 9;w — 9;,®)
is also a solution of (3.45) with vanishing initial data and forcing term. Consequently, the
inequality (3.47) implies that (w — @, 0;w — 0;@)(t) = (0, 0), forall ¢ € [0, T'].

The end of this proof is achieved by showing that, if s > 1, then (w, d;w) €
cY ([0, T], H® x H"_l), for all 1 < o < s. Going back to (3.48), we actually can show
that d;w, (t) remains bounded in H~Y(R?), for all ¢ € [0, 7),witht € [0,T], 7 < +00,
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uniformly with respect to n and ¢. Indeed, we have

19200 ()| ;1 < 1800l g1 + 1Al 1 + 18 -
+ [[div (@uu™) @) -1 + [ div @ (@uu) D] -
< 18rwn Ol + lwn @)l g1 + 1@l
+ [(@nY || + || (B onu™ + wndiu*) ()] -

Since u*(¢) and d;u* () belong to L®(R?) and (w, (1), d;w, (1)) is bounded in H!(R?) x
L2(R?) on [0, 7], uniformly with respect to n and ¢, it implies that 8t2a)n (t) is bounded in
HY(R?) on [0, ], uniformly with respect to n and ¢t. Consequently, for all 7y, #; € [0, 7]
such that #; > 1y, we have

n

1010 (1) — 0r0n (10) | -1 < [ |87 wn ()] ;-1 do

]

= (tl — 1o) || a?wn ||L°°((0,I),H’l) =< C(tl - IO)»

where C > 0 is independent from n. Likewise, we get

n

lon (i) — wn(i0)ll 2 < / ln(0)l,2 do < Cltr — 10).

fo

By passing to the limit when n goes to infinity, the same two inequalities occur also for
(w, 0;w), which implies that (@, d;w) is equicontinuous in L%(R?) x H~Y(R?). Since
(w(t), 8,0 (1)) is bounded in H* (R?) x HS~1(R?), for all ¢ € [0, T], interpolation inequal-
ities ensure that (@, d;w) is equicontinuous in H? (R?) x HOY(R?), forall 1 < o < s.

O

3.5.2 End of the Proof of the Time-Continuity of the Solutions of the System (2.2)

We now consider a solution (u*, 9;u*) € L% ([0, T], Hg'H’ X H;M) of the hyperbolic

loc

Navier—Stokes equations (2.2) with initial data (ug, u;) € H§+n X HUH_". Lett € (0,7)
be a fixed positive time. In order to establish that («*, d;,u™) is continuous in time on the
interval [0, t), we will actually show that (w*, d;,w™) = (curl u*, curl 9;u™) belongs to
c? ([0, 7), H'17 % H’7). We first notice that (w*, d;w™) is a solution of (3.45) with ini-
tial data (curl ug, curl u1) € HI™" x HY and forcing term curl f € C° ([0, T], H"). For
some m € N, let us consider aff and a)j , the solutions of the Cauchy problems (3.43) and
(3.44), respectively. Since (3.43) and (3.44) are linear systems, (o} + 3, 0 (w0} + ®3)) is
a solution of (3.45) with the same initial data and forcing term as w*. Since this solution is
unique, it implies w* = o] + w}.

Let ¢ be a positive arbitrary constant and 7y € [0, T) be a fixed positive time. For all
t € [0, 7), we have

||Cl)*([) - w*(to) H H1+n + Hafw* ([) - alw*(to) ” Hn
< i @) = @} ()] y1sy + [|B:0f @) — B0f(10) |
+ || @3 (1) — @3 (10) | 11y + [ B3 (1) — 0103 (10) | 1y -
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Due to the inequality (3.47), there exists a constant C = C (u™, d;u™, t) > 0 such that
|t ) = @7 @) | 1y + |87 ) = 807 (0) |
= (I = ) curl ugll s
I = ) curl will g + 1 = M) curl 120,10y, 17) -

Consequently, if m is chosen sufficiently large, then we get

e
|t () = &f )| yr4y + [ 3107 @) = BT @0) |y < 5
Besides, since (w3, d;w3) is a solution to the Cauchy problem (3.45) with the regular ini-
tial data (I1,,curl ug, I,,curl u) and forcing term IT,,curl f, then the Lemma 3.5 ensures
that (03, dw3) € cY ([O, 7], H!1 H’7). Consequently, there exists y > 0 such that, if
[t —t9| <y, then

[w30) = w30 12 + 3103 0) = B3 10) 0 < 5.
and finally, if |t — 79| < y, then
|w* @) — &* () || yy1sn + 3™ (1) — Bi0*(00)]| 0 < &,

which ensures that (0*, 3;0*) € C° ([0, 7), H'*1 x H”) and consequently (u*, d,u™) €
€ (10, 7), H>*" x HFM).

4 Proof of Theorem 2.2: Existence of Global Solutions

This section is devoted to the Proof of Theorem 2.2. More precisely, we show that if the
initial data (ug, u1) and the forcing term f are small enough, then the solution obtained
in Theorem 2.1 is global in positive time. According to the proof of the local existence, it
suffices to show that the H27 x H!'*"-norm of (u, 0;u) remains bounded on [0, T']. First,
we show that, under appropriate smallness assumptions on the initial data, the homogeneous
H¥ x H'-norm of (u, 8,u) is bounded. Then, in order to extend this boundedness
property to the non-homogeneous Sobolev spaces, we perform energy estimates in the space
H' x L. Notice that, when we go back to the e-dependent system (1.6), we expect the
smallness conditions to disappear when ¢ = 0. According to the inequalities (2.6) and (2.7),
we have to take a special care to the L2-norms of up and u; as well and the L' ((0, +00), L?)-
norm of the forcing term f, which do not vanish when € goes to 0. Throughout all this section,
we assume that (ug, uj) € H3+" X H;'H' and f € CO([O, +o0), H!*M) satisfy the smallness
assumptions of Theorem 2.2.

In what follows, we will actually need a reduced smallness assumption only. More pre-
cisely, we assume that the initial data and forcing terms satisfy

2 2 2 2 2 2
lluollzoo + Vuollzeo +11IVuollyz + llutlizeo + IVurllys + llutlly,

@.1)
I U2 2 gy, + 10 = T Fll 2 2 < 6.

where I1; is defined by (3.1) and § > 0 denotes a fixed constant which is made more precise
at the end of this proof. According to Theorem 2.1, there exists a unique local solution

(u, du) € CO[0, T), H2" x HI™) of (2.2) with initial data (uo, u;), where T > 0 is the
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maximal time of existence of the solution. Moreover, due to the continuity of (u, d;u), there
exists a positive time 7 € (0, T'], such that, for all € (0, 7],

A = [lu@®llFe + VU@ 170 + VU@l

) ) ) 4.2)
0 (D171, + 10 @) 7o + I VO ()17, < 25
In particular, if 7 is finite and t = 7, we have
A@@) = [u()|7 + VU7~ + Vu()ll3 @)

0@ 314, + 10D 7 + [V u(D)I72 = 26 .

The proof of the boundedness property of (u, d;u) in H>T" x H'*" mostly relies on a
decomposition of # into low and high frequencies parts. We decompose u into the sum

u=v+uw,

where v = ITju and w = (I — I11)u. We can easily check that, for all r € [0, T'], v and
w satisfy the following equalities, in the sense of Theorem 2.1:

320 + dv — Av + Ty (u.Vu + 3, w.Vu)) + Vg = 11 (f) , 4.4)
and
32w+ dw — Aw + (I — TIy) W.Vu + 8, @.Vu)) + Vr = (I = TI))(f). (4.5)

In what follows, we will perform energy estimates on v and w separately, assuming that
the smallness condition (4.2) holds. Notably, we take advantage of two facts. First, v is as
regular as wanted and, due to Lemma 3.1, we only have to exhibit bounds on less regular
spaces. Indeed, we will show that (v, d;v) is bounded in H 2 H! only. Secondly, we also take
advantage of the fact that (w, 9, w) satisfies the Poincaré type inequalities (3.3) of Lemma 3.1.
In fact, we only have to perform estimates in the Homogeneous spaces H21" x H1t7,

Remark 4.1 If we had to justify these computations rigorously, we should introduce another
Friedrichs mollifier I1,,, » > 1, and perform a priori estimates on (I1,v, I1,0;v) and
(I, w, IT,,0,w) . Afterwards, as in Sect. 3.2, we would let n go to +o00 and conclude that these
boundedness properties also hold for the limit system. In order to slightly shorten and simplify
the demonstration, we prefer doing these computations formally. Notice that all the estimates
made on (w, d;w) are actually performed on (I, w, IT,,d;w), which is more regular. Conse-
quently, some intermediate terms can involve higher regularity than only H2t" x H'*" but
the final result does not.

4.1 Estimates in H2+1(R?)2 x H'+1(R2)2
In this subsection, we perform estimates on (v, d;v) and (w, d;w) in homogeneous Sobolev

spaces. Notice that since w = (I — I1})u, it also gives estimates on the non-homogeneous
norms of (w, o, w).

4.1.1 Low Frequencies

Here we want to estimate the term (Vv, V9, v) in the H'*" x H"-norm. Due to the inequality
(3.2) of the Lemma 3.1, it actually reduces to obtain estimates in the H ' L2-norm. Let E,
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be the energy functional defined by

1
Eu() = 5 (IVv@) + Voo 0I” + IVa001%) + |Av@)1>.
The energy estimates of (v, d;v) is given through the next lemma.

Lemma4.1 Let 0 < n < 1 and (up,uy1) and f satisfy the assumptions of Theorem 2.1.
Assume that the smallness assumption (4.2) is satisfied. Then, there exists §y > 0 such that,
if § < 8o, then, for all t € [0, t], the following energy estimate holds.

1 [t 1 [t
Eo(t) + gf 1A ds + gf IV 3u(s) |1 ds
0 0 4.6)
2 2 2
< Eo(©) + 4T £ 00,1120 + €8 (10020 2y + 180012200 1eny)

with C > 0.

Proof Taking the L2-inner product of (4.4) with —A (v — 28,v) and integrating in time from
Otot € [0, ], we obtain

t t
Ev(r>+/ ||Av<s>||2ds+/ IV u(s)|?ds = E,0) + 1 + 11+ 111, (47)
0 0
where

t
1:/ (u.Vu, A + 20,v))(s) ds,
0
t
11=/ (0 (u.Vu), A(v +29,v))(s) ds,
0

111 = /t (M1 (f), —A(v 4 20;v))(s) ds,
0

The estimate of the term 771 is straightforward. Indeed, applying Lemma 3.1 and the Holder
inequality, we obtain

1 1 7
HTTO] = A0, 12+ IV G200 ) + Z 1T W20 .02y - 4)

We now estimate the term / . Using the fact that #, v and w are divergence free and that
(v.Vv, Av);2 = 0, we can rewrite [ as follows:

t t
1(t) :/ (v.Vw, Av) (s)ds +/ (w.V(v+ w), Av) (s)ds
0 0

t t
+ 2[ (u.Vv, Ad;v) (s)ds + 2/ (u.Vw, Ad,;v) (s)ds
0 0
=h+hLh+L+14.

When dealing with /;, j = 1,2, 3,4, we mainly use the Holder and Young inequalities,
the classical Sobolev embedding properties and Gagliardo-Nirenberg inequalities in R2. In
particular, we make use of the previously introduced Ladyzhenskaya inequality (3.38). The
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estimate of /; is straighforward. Indeed, applying Lemma 3.1, we get

t
111 (2)] 5/0 vl IVl [[Av]l ds

1 2 2 2
=g 1AIT20.0 22 + 210N 0.0, IV 210, 12) (4.9)

1 2 2 2
Sg “ Av“Lz([O,t],LZ) + C”U ”LOO([(),[],LOC) ||w||L2([0,t],I:12+”) )

where C is a positive constant which may change from one line to another. Let us estimate
the term /. Using the classical Sobolev estimates and applying Lemma 3.1, we obtain

t
|12 ()] S/ wllzee VOl + IVw DI Av]| ds
0

t 1/2
< ( f 2wl (IVol? + [[Vw]?) ds) 1AV 220,07, 22)
0 (4.10)

1 2 2 2 2
<g A2 0,12 + 81V oqo,,22) + 1V Lo 0,002 102 10,1, 1)
1
2 2 2 2
Sg ” AUHL2([O,I],L2) + C(”VU ||L°°([0,t],L2) + ||VU) ||L°°([0,t],L2)) ”w”Lz([O,t],I:ﬂ*”) .

An integration by part yields

t t
(1) = —2[ / VuVoVadvdx ds —2/ / uVZuVo,vdx ds
0 JR? 0 JR?

' P 4.11)
52/ Vull L4 I Vol Lall Vo vl dS+2/ lullzee AV VO]l ds.
0 0

Next, applying the inequality (3.38) to (4.11), as well as a Young inequality and Lemma 3.1,
we obtain

1 t
|[3(t)| fg”valv”iZ([O,t]’LZ) + 16/(; ||u”%00([0,[],LOC)”AU”%‘Z([OJ]’LQ)dl‘
t
+ C/O IVull[VollllAv] (Il Av]l + [ Awll) ds

1
2 2
Sg ||V3tv||L2([0_t]yL2) + C||Vu ||L°°([0,t],L2) Vv ||Loc([0,t],L2) ”w”LZ([o,;],[-']HW)

- (16||u||ioo(l0,”,m + cnwanqo,,],Lz)||Vv||Loo<[o,t],Lz>) 1AV 20 11.2)-
(4.12)

The estimate of the term I4 is a simple consequence of the Holder and Young inequalities
and of Lemma 3.1. It comes

t
[14(1)] 52/0 lull oo [ Vwll | Ad,v]| ds
t
<C / el o lwll 240 1V ;]| ds (4.13)
0
<1||va,v||22 2, + Cllul? llw|? .
=3 L2([0,1],L2) L>([0,t],L°°) L2([0,1], H2+m)
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It remains to estimate the term /7. We first remind that (v.Vv, Av);> = 0, which implies
that 9;((v.Vv, Av);2) = 0 and

t t t
/ (0;v.Vu, Av)(s)ds = —/ (v.Vu, Ad;v)(s)ds — / (v.Vosv, Av)(s)ds .
0 0 0

The above remark allows us to write I/ = IIo+ 11y + 11, + 113 + I 14, where,

11y = — /Ot (v.Vv, Adsv) (s) ds

15 = /0 (0;u.Vw, Av) 2 (s)ds + /Ot (0;w.Vv, Av) 2 (s)ds
1 = 2/0 (0;u.Vu, Adv)r2 (s)ds,

15 = /t (u.Vou, Av)ra (s)ds — /(;t (v.Vo;v, Av) 2 (s)ds,

t

11y = 2/ u.Vou, Adsv);2 (s)ds.
0

The term 1 I is estimated as the term /3. Performing an integration by parts as in (4.11) and
arguing as in (4.12), we get

|IIO(I)| < ||V82‘U”L2([O, L2)
+4(||v||mo,] Loy + CIVO o)) 1AV g 2y (4e14)
Besides, the Lemma 3.1 implies

t t
11 (1)l SC/O ||8,u||Loo||w||Hz+,,||Av||ds+C/O 19wl g1+n [Vl oo | Av]l ds

2 2 2 (4.15)
fg ” Av ||L2([0’,]’L2) + C”vv”Lcc([O,[]’LZ) ”8tw”L2([0,t],H1+”)

2 2
+ C||0;u ||L°°([0,t],L°°) lw ||L2([0,z],H2+'7)'

The estimate of /1> is done by writing

t
1(t) = 2/ (0su.(Vv 4+ Vw), Adiv) 2 (s)ds.
0

Then, we integrate by parts the term containing Vv as in I3 (see (4.11)). This allows us
to decompose I into IIp =111 + 11,2 + 1153, with

t t
I, :—2/ (Vo,u.Vv, Vo) (s)ds, Iy = —2/ (9. Vv, Va,v) (5) ds,
0 0
t
13 =2/ (0;u.Vw, Adsv) (s) ds.
0

In order to estimate 11> |, we make use of the classical Agmon inequality, which establishes
that, for all z € H2(R?),

lzli7e < Clizli2llAzll2 (4.16)
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where C is a positive constant. Applying Lemma 3.1 several times as well as (4.16), we get

t
110 < 2[ Vv + Vorwll[Vull L=V v ds

I /\

||V8,v||L2 ...+ 811Vl 0,11, 1)

X (Hvatv”LZ([O,I],LZ) + ”VBtw”LZ([O,I‘],Lz))

IA

2 2
Tz ”VatU”LZ([Q 11, LZ) + C”VUHLOO([O l],Lz)

(||vafv||Lz( 0122y T 18wIT2 00 1 eny)-
“4.17)

The estimates of the terms /I » and I I 3 are very similar and obtained through Lemma 3.1.
We thus obtain

t
[ 122(1)] 52/ 19; 2]l o< V201 V3, v ds
0

(4.18)
2 2 2
<E”V3’U”L2([O,t],L2) + 16||at”||L00([0,;],Loo)||AU||L2([OJ]’L2),
and
t
[1123(1)] 52/ 10:ul Lo I VwI[|| AD; vl ds
0
t
<C f 10l Loo llwll g2+ 1 VO, 0] ds (4.19)
0

2 2 2
SE ||V31U||L2([0,,]’L2) + Cllorull L0 0,11, L) ”w||L2([O,t],H2+'7)'

The estimates of 173 and I I4 are direct consequences of the Holder and Young inequalities
and (3.3). Indeed, we have

t t
[113(0)] 5/0 lull oo I VO w | Av]l ds+/0 lwllze IV vll|Avl ds

1 2 2 2 (4.20)
Sg ”AUHL2([O,[],L2) + C”””LOO([()JJ’LOO) ||8tw||L2([O,t],1"ll+’7)
2 2
+ 4||w||L°0([O,[],LOO) ”VatU”LZ([OJ]’LZ) )
and
t
|1 14()| 52/ lullzoe (VI + IV wl) [|Ad; vl ds

0

(4.21)

1 2

=76 IVarvllia o 12

+ Clul 193,012 10205
zeeo,0,L°) \ VOV 20,01, 12 T 10wl g0 1y ey ) -

Finally, assuming that # < 7 and going back to (4.7), we can combine the estimates (4.8)
of 111 with the estimates (4.9)—(4.13) of I and the estimates (4.14)—(4.21) of 11, and obtain
via the smallness assumption (4.2)
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1 [t 1 [t
Ev<r)+1/ ||Av(s>||2ds+1/ IV3ru(s) 12 ds
0 0
S EU(O) +4||Hlf||iz([0,t].L2)

2 2 2
+ Cé (” Valv ||L2([0,l],L2) + ” Av ” LZ([O,t],LZ) + ” w ||L2([0,t],H2+'7) + ” af w ||L2([0 11, H1+r]))
where C is a positive constant independent from . Taking § sufficiently small so that C§ <

1/8 gives the inequality (4.6) and achieves the proof of this lemma. O

4.1.2 High Frequencies

Since the vector (w, d;w) does not contain the lowest frequencies terms, Lemma 3.1 ensures
that estimates on the homogeneous (H 2w H 147y _norm of (w, 9, w) also provides estimates
in the non-homogeneous Sobolev spaces H2" x H'*" For s > 0, we recall the H* inner-
product definition and its associated norm, given by

() s = (Au, A%) . and [lull s = [|A%ull,
where A°® is the operator
Au=F"" (& a), foru e H (R?).

We emphasise that A* also satisfies the commutator inequality (3.10) in Lemma 3.2, that is,
for any s > 1, there exists a constant C = Cy; > 0 such that, for any u € H s+1(R2) and
v e H1(R?), we have

I[A% ] vl = €A val 2 A0 o (422)

Let E,, be the energy functional defined by

Ew(®) = - (||w 0wl + 10wl ) + Tl

2 1
+nXH+n

The energy estimate of (w, d;w) in Hy is given by the following lemma.

Lemma4.2 Let 0 < n < 1 and (ug,u1) and f satisfy the assumptions of Theorem 2.1.
Assume that the smallness assumption (4.2) is satisfied. Then, there exists §y > 0 such that,
if § < 8o, then, forallt € [0, t], the following energy estimate holds:

1
w(t)+ (”w“L2([Ot H2+'7)+ ”atw“Lz(Ot] Hl+r7))
< Eu(O) + CI =TI f 1720 11 1y (4.23)
1 2 2
+ E( ”Vatv”LZ([OJ],LZ) + ”Av”Lz([O,z],LZ) )s
where C is a positive constant.

Proof Taking the H'*"-inner product of (4.5) with w 4 28, w and integrating in time from
Otor € [0, T], we obtain

1 t
Ew<t)+/0 lw(s) 1324, ds+/0 19w ()31, ds
=E, Q)+ I*+1I*+IIT*+1IIT*, (4.24)
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where
I* — /Ot (u.Vu, w +23,w)H.+n ds,
11 = /(;t (OuVu, w+ 28,w)1,-1,H ds,
111 = /Ot (uVB,u, w +28tw)Hl+,7 ds,
1IT* = /Ot (I =T fow +20w) sy

Applying Lemma 3.1 and a Young inequality, we immediately get

|IIII (t)| 5 12(|Iw“L2((0 1), H2+n) + ”atw”Lz((o 1), H1+n))

+C||(I - nl)f"Lz((O,T),H1+'7) . (425)

We next estimate the term 7*, that we decompose into the sum I* = [ {“ + 12*, where

t

t
If =/ (u.Vu, w) 14, ds, I3 = 2[ (u.Vu, 0:w) 14, ds.
0 0

Applying the inequality (3.9) and Lemma 3.1, we obtain
t
RG] SC/O leell oo llll gy Wl 14 ds
t
Scfo el oo (0]l grzen =+ 1wl s 1wl g1 ds (4.26)

t
2
SC/ lwllzoo (AN 2 llwll gr2en + w55, )ds
0

Applying several times the Young inequality and using the smallness hypotheses (4.2) and
(4.3), we obtain, for0 <t < t,

1 2 2 2 2
|Il*(t)| = E”w“LZ([O 11, H2+n) + C”u”LDC([O’[]’LDO)(”AUHLZ([OJ],LZ) + ||w||L2([0,lJ,H2+'7))

<(—+C6)||w|| +Cs|lAv)3,

L2([0,1], H2+1) ((0.1].L2) *

4.27)

Arguing as in the above estimates, by applying the inequality (3.9), Lemma 3.1, the Young
inequality, it comes

A

t
11 < C/o llall oo (1A 2 + 1wl gaen) 19wl rends

2 2 2 2
= E ”atw”Lz([(),t],[-.[]Jrﬂ) + C”u ”LDO([()’[]’LDC) (” AUHLZ([OJ],LZ) + ”w”Lz([O,t],l‘.]er”))'

Then, using the smallness hypotheses (4.2) and (4.3), we deduce from the above inequality
that, forO <r <,

130 < lznatwan orpven + COIAVIZs 0 1oy + T0I2 0 ) o) - (428)
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Thus, we infer from the inequalities (4.27) and (4.28), that, for 0 <t < t,

[1*(0)] <( 2 +C8) w3 |I3rw||

L2([0,1] H2+’1) L2([0,¢], H+m) (4.29)

+ C(S ||Av”L2([0,z],L2)’

Let us now deal with /7%, that we decompose into the sum //* = I I + I I3, where

t t
11 = / (8tu.Vu, w)HH” ds, 1= 2/ (a,u.w, 8,w)H1+,, ds.
0 0

Applying the inequality (3.5) and Lemma 3.1, we obtain

t
117 )] scfo (el Vel yren - 19 ull o 3ol ren) 1w 1o ds
t
scfo (13125 (N 2 + 1 A1) (430
+ IVl (10, V0l + Nrwll o) [0l gen ds |

Again, applying Young inequalities and using the smallness hypotheses (4.2) and (4.3), we
deduce from (4.30) that, for0 <r < t,

|II] (t)l <= ||w||L2([O 11, H2+n)

+ C”VMHLOO([() t], LOO)(Hvatv”LZ([O t] L2) + ”atw”L2([O 1] H1+n))

+ Cldul oo 0,01, 00) (1AVIT2 0 11,120 F 10117 240,47, pr26m,)

(4.31)
= 12 ||w||L2([O 11, H2+n)
+ C(S(Hval‘v”LQ([o 1] L2 + ”Av”LZ([Ot LZ)
+ ”w”L2([OI H2+n) + ”al‘wan( 0,7], H1+n))
Likewise, the term I} is dealt by using the same arguments, leading to
t
1113 (1) SC/ [||3tu||L°°(||w||H2+n + 1 Avl)

0 (4.32)

+ [Vl oo (113, Vol + ”atw“[-']Hn):I”atw”[-'[Hﬂ ds .

Again, using the smallness hypotheses (4.2) and (4.3), we derive from (4.32) that, for 0 <
t<r,

111y (1) < 12||8,w||L2([0 L
+C8(IV0v 720,122 + 18V 2 0.11.12) (4.33)

+ wli; + wll?

L2([0,¢], H>*7) L2([0,1], H””))
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Adding the estimates (4.31) and (4.33), we get, for0 <7 < 1,

1111 < 12(||8tu)||m0 auieny 10120 0 20m)
+C8(IVvl7 20,0122 + 1801172 0.11.12) (@.34)
+ ||w||L2([0 tl, H2+ﬂ) + ”atw”Lz([O 11, HH"]))

The only remaining term is /17*, that we decompose as follows:

t t
Iir* =/ (uVE),v,w—i—ZB,w)HHn ds—l—/ (uvatw,w)l_-]m, ds
0 0
t
+2/ (uVow, dyw) 14, ds = TIIF + 1115 + 1115 .
0

We first estimate the term //1]". Arguing as above, by applying the inequality (3.9) as well
as Lemma 3.1, we obtain

t
1117 (1) SC/O (el zoo 18 vl gaen + N3rvlizoe el e ) llw + 28wl 14y ds

t
scfo (Nl NV 30l + vl (IAV]+ w2z )
x (lwll g2+n + 200 wll g14) ds
- 12(”8’“’”L2< oar it TI0I2 0, jzen)
+ CIvIT 00,0120 (18011520 11,12y T 1011520, 11 26,
+ Cllu o 0,01, 1 V3V 011, 1.2
Then, using the assumptions (4.2) and (4.3), we infer from the above inequality that, for

0<t<r,

|IIII ([)| <= (”atw”Lz(Ot] Hl+”)+”w“L2(0t H2+r1)) (435)

+ C6(||AU||L2 [0,1], LZ) + ||w||L2([0,t],H2+'7) + ”Valv”%Z([O’t].LZ))'

The estimate of the term /713 is similar to the one of I11;. Applying the inequality (3.9)
as well as Lemma 3.1 and using the smallness assumptions (4.2) and (4.3), we obtain, for
0<t<r,

t
1115 (1)] 5/0 NV orwll g llwll 2+ ds

t
= Cf (el o IBwll grren + 1 wllzoe el gron) 1wl 2o ds
0

IA

t
C/O (Nl sl rn + 100wl s (1901 + D0l 1s0) Yl 2 ds

(”afw”LZ([O 11, H1+n) + ”w”LZ([O 11, H2+r])) + C”atw”LZ([O 11, HH—n)
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(”M”LOC([O 11,L%°) + 2||VU||LOO([0 1],L%°) + 2||w||Loo([0 i, H1+'7))
1
72(||alw||L2([0 11, H1+q) + ”w”Lz([O 11, H2+n)) + C(S”alw”LZ([O tl, H1+77)
(4.36)

It remains to estimate the last term /75, which is more involved to adress. We first recall
here that, as explained in Remark 4.1, we are allowed to assume that (w, d;w) is regular and,
in particular, that it belongs to the space (H31(R2)2 x (HXH1(R?))2. This allows to give
a sense to the expression /115 and to write the following equality:

AT WV w) = A, ulVw + u ATV w). (4.37)
Since A* commutes with the derivatives and div u = 0, an integration by parts gives
@A (Vaw), ATT(8,w)) = 0. (4.38)

From the properties (4.37) and (4.38) and the commutator inequality (4.22), we deduce
t
[1I3(1)] <C /0 IVl gran IVO Wl o 10wl 14 ds
t
=C /o (lav] + ”w”[-]2+ri)”8tw”H1+n

1 2 2
SE(”w”LZ [0, t],H2+”) + ||AU||L2( 0 t],Lz))

+ Cllowll; 19wl

Loo([0,¢], H1+1) L2([0,¢], H+m)"

Thus, thanks to the smallness assumptions (4.2) and (4.3), we have, for0 <7 < 7,

LTI (0)] <i(||w||2 crens 1AV )
W=7, L2([0,r], HZ) L2([0.1],L%)

4.39)
+ C8”a’w”L2([Ot 1+
Consequently, the estimates (4.35) to (4.39) imply, for0 <t < 7,
1
[IT*(1)] < (6 + C8> 100132 g0 111140,
! 2
+ (ﬁ + CS) 1AV 0,0, 22) (4.40)

1 2
+ (Z + C8> “w”LZ([O 11, H2+r]) + C(S”val‘UHLZ([OJ],LZ)-

We then go back to the equality (4.24) and add (4.25), (4.29), (4.34), and (4.40). We get, for
0<t<r,

Ew(t) + = ( ”w”LZ [0,1], H2+n) + ”atw”Lz([Ot H1+n) )
< EwO)+Cl - nl)f”Lz([o vy T cs( ”Vatv”i%[o,t],LZ) + ”Av”iz([O,t],Lz))

+Cs(llwl + l9wl?

L2([0,¢], H2H1) L2([0,1], Hl+n))

If we choose § such that C§ < 1/16, we deduce (4.23) from the previous inequality, and
achieve the estimate of the high frequencies of (u, d,u). O
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4.2 Estimatesin H! x L2(R?)?

We now show that the H'(R?)? x LZ(R?)2-norm of (v, ;v) remains bounded on the time
interval [0, t], provided the smallness assumption (4.2) is satisfied. Let E* be the functional

1
E*@0) = 2 (Iv@ + 8,001 + [8,00)1%) + I Vo@|1>.
The estimates on the non-homogeneous part of (v, d;v) is stated in the following lemma.

Lemma4.3 Let 0 < n < 1 and (ug,u1) and f satisfy the assumptions of Theorem 2.1.
Assume that the smallness assumption (4.2) is satisfied. Then, there exists §y > 0 such that,
if § < 8o, then, for all t € [0, t], the following energy estimate holds:

1 1
E*(1) + Z‘/o (Vo) 12 ds + 1 v(s)1?) ds

(441)
<E*(0) + 12(IlvllLoo((o o2ty T 10020, 12))

+ CHHIfHLI((()’[)’l}) + Ca(”w”LZ((OJ)’HZJrn) + ||8fw||L2((0 1), Hl+r]))

where C > 0.

Proof Taking the L>-inner product of (4.4) with v +2d,v and integrating in time over [0, 7],
we obtain

t t
E*(t)—l—/ ||Vv(s)||2ds+/ ld,v(s)|>ds = E*(0)+ L1 + Lo+ L3 + Ly , (4.42)
0 0

where

u.Vu + 0;(u.Vv), (v + 23,v))(s) ds,

u.Vw, (v+20,v))(s) ds,

(
(
(8t(u.Vw), (v +20,v))(s) ds,
(

S—S—S—S—

1 (f), (v +28:v))(s) ds,

The estimate of the term Ly is straightforward. Applying a Young inequality, we can write

|L4(t)| =< E(”v”Lm((o 1),L?) + ||atv||L00((0 1), LZ)) + C“l_llf”Ll((O 1),L?) (443)

Since (u.Vv, v);2 =0 = 9;((u.Vv, v);2) = 0, the term L reduces to

1
L :/ ((.Vv, dv) +2(0;uVv, 9;v)) ds
0

Using the above equality as well as a Young inequality, we obtain

L] < 55 IV 0012, + IO g 12, (11 0.0

+ ||3t14||L00((0,t),L°°))'

(4.44)
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Taking into account the smallness hypotheses (4.2) and (4.3), we then deduce

1
L) = —

< 51V 0u.22) T+ COIBVDONZ2 0,1, 2): (4.45)

Let us now estimate the term L. Noticing that u.Vw = V(u ® w) and applying Lemma 3.1
several times, we obtain

t
IL20)] s[o (2Nl IV wlI8,] + 1w @ wl[ Vo] ) ds
t
5/0 (2Nl IV wilo ] + el w1Vl ) ds (4.46)

t
< C/O lull oo llwll i (V01 + N[0 0]]) ds.
The estimate (4.46), together with the smallness hypotheses (4.2) and (4.3), imply, for all
t €[0, ],

1
|L2(t)| S E(va”iz((o,z).ﬁ) + ”alv(Z)HiZ((o’t)’LZ)) + C8||w||iZ((0’t)’H2+n)' (447)

It remains to estimate L3. Arguing like we did for L,, we get

t
[L3(1)| < / (Ilatu Qul +lu® Bzwll)(IIVvII +2|IVo,vll) ds
0 (4.48)

t
< C/o (I3eulizoe lwll g + lullzoe 1wl i) (IV VI 4 1B;0]) ds

The inequality (4.48), together with the smallness assumptions (4.2) and (4.3), imply, for
0<t<r,
1 2 2
|L3(t)| =< E(”VU”LZ((OJ),Lz) + ”atv(t)”LZ((O’[)’LZ))

2 2
+ CS(”w”LZ((OJ),H}H’) + ||atw||L2((0,t),H1+’7)).

(4.49)

We next go back to the equality (4.42). Adding the inequalities (4.43), (4.45), (4.47), and
(4.49), and choosing § > 0 so that Cé < 1/12, we finally get the inequality (4.41). O

4.3 End of the Proof of Theorem 2.2

In this section, we sum up the estimates performed in Sects. 4.1 and 4.2 and deduce an estimate
in the space H(%Jr" X H;Jm. Then, a contradiction allows to conclude that Theorem 2.2 holds.
By summing the inequalities (4.6), (4.23) and (4.41) and assuming that § is small enough,
we obtain, for all ¢ € [0, 7],

Ey(1) 4+ Eu(t) + E*(1) <Ey(0) + Ey (0) + E(0)
1 2 2
+ E(”v”L‘x((O,I),LZ) + ”atv”L"c((O,I),LZ)) (450)

2 2
+ C* (”f”Ll((O,oo),Lz)) + ||f||L2((0,oo),H1+")) )

where ¢* > 0. In particular, we have
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sup <Ev(t) +Ey() + %E*(t)> <E,(0) + E,(0) + E*(0)
tel0,7]

2 2
+ C* (“f”Ll((0,00),Lz)) + ||f||L2((O,OO),H]+”)> .

4.51)
For later use, we set:
B = Ey(0) + Ew(0) + ¢ f 720,00 111 (4.52)
and
B* =E,(0) + Eu(0) + Il 1220,00) g1 + EXO) + I FI21 0012 53

=B+ E*(0) + " 111 fll 1 ((0.0).12)-

In the above estimates, we have several times used the smallness hypotheses (4.2) and
(4.3), which involve L°°-norms. We now intend to demonstrate that these L°°-norms remain
bounded on the time intervall [0, t]. Applying the Agmon inequality (4.16), we deduce from
the estimate (4.51) that, for0 <t < 7,

lu@® 7 < 2007~ + WD 7) < ClloOll 21 AV] 2 + Clw®) 305, 454
< CB'*B*'? + CB. '
Likewise, we have
180 < 218,017 00 + 13w (1) 13 00)
< Clav® 2 I1A8 v 2 + Claw®) 1314,
< Clav® 21Vl 2 + Cliaw® 1315,
< CB'*B%'? 4+ CB.

(4.55)

Besides, we get
VU170 < 2(IV0(D)17 + VWD) )
< C(IVoOI? + 1AV 1 + w1524, (4.56)
<CB
Finally, we recall that
IVu@IP+Vou)|*
<2(IVo@ 1> + V3@ + Cllw® 32, + CIVO WD 1 F11,)  457)
<2(1+C)B
The estimates (4.54)—(4.57) imply, for0 <t < 7,
A(t) < C1B + C,B'/>(B¥)!/?, (4.58)

where C| and C» are two positive constants.

We recall that T is the maximum time of existence of (1, o;u) and T < T. We will show
that, if 7' is finite and the constant K¢ of Theorem 2.2 small enough, the smallness assumption
onug, uq and f given by (2.4) leads to a contradiction. Indeed, if we choose K small enough
so that

CiB + C,BY*(B%)1/? < s, (4.59)
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Then, the property (4.58) implies, for0 <t < t,

A(t) <6. (4.60)

In particular, A(t) < 2§ for all t € [0, ] and, due to (4.3), we have T = T. Consequently,
the estimate (4.51) implies that ||u(?)|| g2+4 + |0;u(2)|| g1+, is uniformly bounded on the
time interval [0, T'], which contradicts the fact that 7' is finite. Therefore T is infinite and
Theorem 2.2 is proved.
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